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1 Introduction and scope of the document 

Type of solution 
 Equipment / Hardware / Firmware  Information system  Process 

Manufacturer(s) implied (for equipment or hardware) 
TU Dortmund University 

Work Stream considered 
 Active Demand  DER 

integration 
 Storage  Islanding  MV Innovation  LV Innovation 

Location / Topology (with regards to distribution grid) 
 HV/MV Substation  MV  MV/LV SS  LV  DER  Meter   Downstream meter 

 Other Centralized system (calculations, information system)  Other Decentralized 
system 

 Other : 

Thematic(s) 
 Grid Monitoring / state estimation  Active demand / DSM  DER Integration / increased grid capacity 

 Islanding  Anti Islanding protection  Automatic Failure Detection  Remote Grid Operations 

 Automatic Failure Management / Grid recovery  Automatic Grid topology reconfiguration  Other : power forecast 

Use Case(s) 

DEMO 1  Failure Management in MV networks  Decentralized  grid operation in MV Networks 

DEMO 2 Outage detection in the LV Network 

DEMO 3 
Automatic Grid 
Recovery (AGR) 

Automatic Outage 
Detection (AOD)  

Secondary Substation Node (SSN) Customer Engagement  

DEMO 4 
Voltage control on MV grids 
(with high DER penetration) 

Anti-islanding 
protection on MV grids 

MV Measurement 
acquisition 

Demand response for MV 
Customers 

DEMO 5 
MV grid automation of 
failure management 

LV grid automation of failure management 
Management of islanding 
operations 

DEMO 6 Islanding 
Reduction of 
power demand 

Manage maximised PV production on LV 
network regarding constraints and flexibility 
programs 

Encourage resident to adopt 
smarter habits according to 
network state 

Key figures 
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2 Objective and technical requirements 

2.1 Context & Objective 
In the Grid4EU Demo1 project an autonomous system for grid control and monitoring was 

developed. The chosen control action, which impacts the grid state, is grid reconfiguration. So, by 

means of closing or opening particular switching devices in a medium voltage grid, the network 

topology is rearranged or reconfigured. Network topology changes affect the power flow distribution 

and all other system state variables (voltages, currents, losses). 

The described method is well-known. Though, usually a DSO applies grid reconfiguration only in 

post-fault situations or to adopt the topology to a changed loading scenario for a longer period of 

time. The reconfiguration was performed manually, because of the absence of remote switching 

devices. 

The developed autonomous system uses a grid reconfiguration algorithm in different cases: 

1. Decentralized medium voltage network operation: as a reaction to congestions or 

overvoltages in the grid 

2. Failure management: as an algorithm for finding a new network topology when restoring 

the grid 

3. Loss reduction: for finding a loss-optimal network topology for a certain period of time, 

predicted by a forecast-based algorithm 

2.2 Requirements 
For a static reconfiguration algorithm a particular loading situation is required. This is stored as a 

reactive and active power “snapshot”, containing all power measurements. Furthermore, 

knowledge about the online topology is required – all switches status variables. 

3 Algorithm description 

3.1 Overall procedure 
Due to its nature the reconfiguration algorithm is implemented centrally on the master RTU unit. 

Data from all secondary substations is collected and used as input (see Figure 1). Secondary 

substation RTUs are also responsible for the execution of switching commands. 

The algorithm flow is depicted in Figure 2, based on the use case 1, considering an occurred 

congestion. The triggering event is a decentralized detected state violation (voltage or current), 

which is forwarded to the master unit. 

Necessary input data for this functionality, the present [P, Q] snapshot and the online topology are 

continuously forwarded to the master unit. In the next step the static reconfiguration algorithm is 
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applied. A target topology is calculated and the switching program management task schedules a 

switching action sequence for immediate execution.  

110kV / 10kV

Control signals

Measurements

Forecast

State

Link to SCADA

network control centre

10kV / 0.4kV secondary 

substation

Master RTU

 

Figure 1: System architecture 

When the reconfiguration execution is completed, a secure state is supposed to be reached. This 

concept can’t be directly compared with the closed control loop principle. Though, a feedback of 

the system’s behaviour is indirectly given by the state machine mechanism. 

 

Figure 2: Congestion management algorithm 
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3.2 Static reconfiguration algorithm 
A heuristic approach is implemented, based on the switch exchange method (see 

 

Figure 3). Considering an open loop radial network topology, opened switches can be closed and 

reopened. In this way the loop structure is affected and the overall network topology changes 

iteratively.  

The method is load flow computation based and involves network losses as an objective function to 

be minimized. In each iteration network losses for a given loading scenario are computed and 

compared with the losses for the recent topology. A heuristic rule, to open closed switches with the 

lowest current, leads to more balanced network topologies. This results also in improved voltage 

characteristics and decreased currents. 
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Figure 3: Flow chart of the switch exchange method and a schematic network 

Although the described algorithm is heuristic-based and also involves a randomized switch 

selection, it is relatively robust as to the determination of the target topology. 

4 Technical results 

The described algorithm was implemented and tested on the RTU hardware. Lab tests with a 

hardware-in-the-loop simulator enable an analysis of the execution time scope. A voltage violation 

scenario with the following reconfiguration process is presented in Figure 4. 
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Figure 4: Flow of the decentralised grid operation 

The voltage of a critical secondary substation was tracked (Figure 4, right). Here, a “soft” violation 

is detected: the voltage reaches endangered state level 1 (ESL1) at 10.7 kV (step 1). An 

integrating variable (yellow marked area) prevents a transition to the forbidden endangered state 

level 2 (ESL2) at 10.8 kV and puts the state machine to the ESL2 precautionary (step 2). 

This event activates the grid reconfiguration algorithm (steps 2-3). An optimised target topology is 

computed and corresponding switching actions are scheduled for immediate execution (step 4). 

After performing topology reconfiguration (steps 5-6) – in this scenario only one switch closing and 

switch opening event –  the grid is put in an optimised state (steps 6-7). For the comparison with a 

static operation (black curve) a separate simulation was carried out. An important result is the 

statement about the time scope of the overall procedure. So, about 2.5 minutes are required from 

the state violation detection until the system recovery, considering only few switching actions. Most 

time-intensive steps are the static optimisation algorithm (about 1 minute) and the switching 

process (about 1 minute). This time scope appears to be adequate. 
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In a second test the grid was put in a corrupt topology state with an ineligible voltage characteristic 

(see Figure 5, left). 
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Figure 5: Analysis of the initial topology influence 

The expected target topology (see Figure 5, right) for a given scenario was computed by the grid 

reconfiguration algorithm. In Figure 6 the outcome of the switching sequence (3 close-open 

switching actions) is illustrated. After the reconfiguration is applied, the system returns to a normal 

operation state with secondary substation voltages below 10.6 kV. The appropriate behavior of the 

algorithm could be demonstrated. 
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Figure 6: Voltage characteristic after the grid reconfiguration 


