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1 Introduction and scope of the document

Type of solution
A Equipment / Hardware / Firmware A Information system A Process

Manufacturer(s) implied (for equipment or hardware)

Work Stream considered

A Active Demand A DER A Storage A Islanding A MV Innovation A LV Innovation
Location / Topology (with regards to distribution grid)

A HV/MV Substation A MV A MV/LV SS ALV A DER A Meter A Downstream meter
A Other Centralized system (calculations, information system) A Other Decentralized A Other:

Thematic(s)

A Grid Monitoring / state estimation A Active demand / DSM A DER Integration / increased grid capacity

A Islanding A Anti Islanding protection A Automatic Failure Detection A Remote Grid Operations

A Automatic Failure Management / Grid recovery A Automatic Grid topology reconfiguration A Other :
Use Case(s)
DEMO1 |A Failure Management in MV networks A Decentralized grid operation in MV Networks

DEMO2 |A Outage detection in the LV Network

A Automatic Grid A Automatic Outage x . "
DEMO3 Recovery (AGR) Detection (AOD) /A Secondary Substation Node (SSN) |A Customer Engagement
DEMO4 A Voltage control on MV grids  |A Anti-islanding A MV Measurement  |A Demand response for MV

(with high DER penetration) protection on MV grids  [acquisition Customers
DEMOS5 AMV grid automation of A LV grid automation of failure management A Manggement of islanding

failure management operations

) A Reduction of A Manage maximised PV production on LV A Encourage resident to adopt
DEMOG6 |A Islanding network regarding constraints and flexibility smarter habits according to

power demand
programs network state

Key figures

Number of DTS: 28

MV cable length: 12,9 km
Number of customers: 4895
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2 Objective and technical requirements

2.1 Context & Objective

The objective of this part of Demo5 project was to test i) operation of selected section of MV
network in parallel topology (usually MV network is operated in radial topology), ii) enable
automated localization of fault to the smallest possible section by the change in conception of
protection and iii) automation of MV network reconfiguration . The mentioned steps leads to
minimisation of the influence of the failure to the least possible number of customers (ideally
eliminate the power outage completely) and reduce significantly the time needed for fault
localization and isolation.

2.2 Requirements

Demo5 functionality of automated failure management in MV network needs installation of remote
controlled switches, load break switches, IEDs, RTUs and fault current indicators in DTS. In case of
Demob, Local SCADA was used in order to secure automated solution.

3 Development and implementation

3.1 Architecture and technical characteristics

Description of automated failure management in MV _network:

1 In the case of failure in MV network, the mutual cooperation of IEDs guarantees
localization and insulation of fault by the breaking switches in disconnection points that are
nearest to the fault.

f | n Adniosnc o n n eTSttheofaulfi curBent indicators provide the information on the
direction of fault current to the point of fault.

1 Information about tripping of IED protection functions including the localization of section
with fault by fault current indicators and change of status of power components (switched-
on/switched-off) is transmitted by RTU to the superior control systems DCS (Superior
SCADA) and Local SCADA. Local SCADA evaluates fault event and proposes
manipulation sequence to the Superior SCADA operator. The manipulations lead to
reaching the new network connection with minimal impact on power supply to the
customers (Local SCADA propose reconfiguration of MV network).

1 After evaluation of situation by Superior SCADA and based on all relevant operator decides
either to confirm manipulations proposed by the Local SCADA for restoring power supply in
section not affected by failure or executes other manipulations according to his own
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decision. Decision about switching-o n power components i s
competence. The reason is to keep maximum safety of persons located near the failure.

1 Upon approval of the manipulation sequence by the Superior SCADA operator, Local
SCADA executes manipulations (switch-on/switch-off power components).

1 At the end, supply of electric energy in MV grid section that is not affected by the failure is
restored.

Return of MV grid to original connection (before failure) after the fault is repaired.

1 Superior SCADA operator gives a command to Local SCADA to return the MV grid to
state/connection before failure

Local SCADA proposes appropriate manipulations

If Local SCADA operator approves process of manipulations in Local SCADA, Local
SCADA executes the manipulations.
In alternative way, proposed manipulations are not approved by Superior SCADA operator.
Superior SCADA operator then executes relevant manipulations according to his own

3.2 Lab tests

The laboratory intended for Demo5 represented the infrastructure for tests conducted by main
project contractors (e.g. ABB, Cisco, and Siemens). The structure of tests, technologies tested and
relevant tests methodologies were provided by involved partners of the project. Lab tests covered
activities needed for implementation of automated failure management on MV, LV and island
operation functionalities.

Initial testing period was focused on setting basic communication architecture for operation and
management of Demo5 as a basis for implementation of all functionalities. This architecture is
expected to provide appropriate solution for MAN network implementation allowing sufficient
stability, convergence, or prioritization of data operation in the relevant area.

Following tests included compatibility and interoperability of equipment and communication means
in terms of their performance and enabling transfer of relevant information in sufficient manner
allowing fulfilment of all task intended for Demo5. The special attention was paid to management of
the island operation in terms of ensuring appropriate reaction of the grid component involved in the
balance maintenance during island operation. Communication of the LV part of the grid via WiMAX
technology was also of huge importance for testing as it is a technology not used in our company.

Abovementioned devices were tested in order to prove their ability to communicate through given
communication architecture via both wireless and other type of connection (fibre optic or metal
connection) using several communication protocols.(e.g. IEC 61850 providing sensitive, time
critical communication to control the grid protection nodes, power sources, circuit breakers, etc.,

IEC 6870 for non - critical kind of communication). Laboratory tests were separated into following
groups:

M ICT tests
1 DTS tests
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All conducted laboratory tests met Demo5 expectation and provided satisfactory results i.e.
confirmed that tested communication means will ensure the intended functions. It means that our
goals regarding automation of LV and MV part of the grid are feasible allowing identification,
isolation and subsequent fault resolution.

Superior SCADA
DCS

Automatics o
island
operation AIO

Control
Unit of
CHP unit

11

IEC 60870-5-104

P

Regional SCADA

LCs

5 9
7 10
DTS 1 DTS 2 DTSn
IEC 41850-8-1 |EC 61850-8-1 IEC 61850-8-1
O Be Blalak
2 2 2
2 2 2
i 9 2
- = Street cabinet LV -
6 13 3 2 9
-/ -
LTI ' i LTI
o ||| I :
:
Circuit breaker X4T i 250/800A 12 Circuit breaker X4T T 250,300] Circuit breaker X4T i 250/800A ‘ Circuit breaker X4T i 250/800A 8
Figure 1 Laboratory test scenarios - DSO part
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Figure 2 ICT tests in lab

3.3 Field implementation
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WiMax DTS

3

MAN MPLS Router in DTS (ASR901)
MAN 12 Switch in DTS (ASR901|

DS Routes in DTS (Gsco819)
Wihax Base Station {85}
Wiltax Client Medem (SU)
Optical line [exsting]
Optical line [planned)

Metalic fink
WiMax Radio link

In order to secure MV automation functionality according to dD5.2 description (automated failure
management which minimize impact on customers in the case of failure, for the function description
please see chapter 4.3 in dD5.2), new equipment which allow distribution network operation in
parralel topology was installed in DTSs. 6 DTS in Vrchlabi were equipped by switches, RTUs and
IEDs (and are called as disconnection points). Location of these DTS is apparent on Fig. 3

Ot her -disecomnnecti onAi

e®® With loadr beeak eswitchegy RTUs and with fault

currents indicators (IPP) on MV outgoing feeders. MV level automation is possible also due to
implementation of communication routes which are apparent on Fig. 4 and thanks to Local SCADA.
For the detailed description of function please see deliverable dD5.2. In total 27 newly
reconstructed DTS were equipped with components enable DEMO5 functionalities.
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Figure 3 Topology of MV distribution network in Smart Region Vrchlabi
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Figure 6 MV switchgears in DTS 1435 (ABB Safering)
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Figure 7 Fault current indicator installed in DTS (on M\} switchgear)

4 Technical results

Functional tests of MV automation were carried out on 1% of April 2015. The function of Automated
failure management on MV was tested for different fault locations scenarios by simulation in Local
SCADA. In all cases the functional tests by simulation in Local SCADA were successful.

Above mentioned simulations were simulated in Local SCADA for a situation of parallel topology of

MV network in Vrchlabi town (all feeders connected together). Local SCADA screen for MV
automation is shown on Fig. 8.
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Figure 8 Local SCADA snapshot i MV network topology visualization

The implementation of automation solutions in Demo5 (for MV) results in time reduction in fault
localization and isolation i this was defined as a one of Demo5 KPIs. This KPI had the aim of
verifying that smart grid solutions do decrease the reaction periods, and also indicated the value of
this reduction (if a reduction in relevant period is achieved). KPI was evaluated separately for LV
and MV level.

KPI definition:
_ I:r'cuir_ﬂcseiine - 1':r'r.'u.ir_sr:
i

T;

fault Fassling

x 100

Where:
ATayie 3 = Percentage reduction in time required for fault localization and isolation

ATeayie 5 = Average time required for fault localization and isolation (with Smart Grid solutions)
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ATrouie sasstine = Average time required for fault localization and isolation (in Baseline situation)
And specifically (for SG example):

IV,
%2 (Tase — Tose)

1':r'r.' wit. 56 — N
115

Ty sz = Time of the beginning of grid fault i (with Smart Grid solutions)
T, :z = Time of the finishing of manipulation needed for isolation of grid fault i (with Smart Grid solutions)

N:z = Number of grid faults (with Smart Grid solutions)

For Automated failure management in MV network:

ATenyie 56 = 846's
= 5641s

4 1':r'r.' wit Fazeling

Baseline fault localization and isolation times for MV level were evaluated thanks to company
historical data for a period 03/2012 i 08/2014 (data are recorded in SAP system).

Fault localization and isolation time with SG solution for MV was evaluated thanks to the SCADA

simulation tests which took place on 1.4.2015.

KPI Fault localization and isolation time:

ATepess = 85.00 % - in MV grid (threshold according to KPI definition was set to 40%)

Percentage reduction in time required for fault localization and isolation of failure was better than
thresholds for both voltage levels and thus KPI for MV was fulfilled. Relative reduction of fault
localization and isolation times for MV is shown on figure 9.

19 avril 2016 12/14



Technical Spotlight Demo#-# RID4
.GJHL. o | il e

INNOVATION FOR ENERGY NETWORKS

100

90 -~

80

70

50 +— baseline [%]

20 - B with SG solution [%)]

30

20

0

MV

Figure 9 KPI'T Reduction of fault localization and isolation time in % (in MV network)

5 Elements of Cost & Benefits Analysis

Economic potential of solution for Automated failure management in MV networks strongly
depends on implementation costs and also on regulation (penalization defined by NRO for
exceeding SAIFI and SAIDI values by DSOs).

6 Replication, next steps and up scaling

LEZ Di str i buc epossibilitiés hawrnowredgceé imgementation costs for Automated
failure management in MV networks. For this task, further R&D activities are needed.

7 Intellectual property (IP)

No intellectual property agreements for Automated failure management in MV distribution network
in case of Demo5 were needed.
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8 Regulatory challenges

No regulatory challenges for automated failure management in MV distribution network in case of
Demo5.

9 Conclusion and key messages

Simulation tests confirmed, that Demo5 solution for MV level automation is operational and has a

potential to significantly reduce fault localization and isolation times and thus also contributes to

SAIFI and SAIDI reduction. However during the demonstration period, faults which could be solved

by MV automation d i dap@ear (this was expected as the number of power failures on MV network

within reconstructed grid is usually low). Thus longer monitoring period for evaluation of real

fail ur es i s needed and LEZ Distribuce wild!l continue
automation function also after the end of GRID4EU project.
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